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Abstract: Al is being employed or trialled for over a couple of healthcare and analysis
functions, consisting of Detection of disorder, management of continual Conditions, transport
of fitness services, and Drug discovery. Al has the potential to assist agitate Essential health
challenges, but can be Confined with the help of the pleasant of accessible fitness facts, and
with the help of the shortcoming of Al to indicate some Human traits.

Victimisation Al will increase ethical problems, along with: The capability for Al to form
misguided selections; the question of United Nations agency is responsible when Al is
employed to assist decision-making; Difficulties in substantiate the outputs of Al structures;
inherent biases at intervals the statistics used to train Al systems; guaranteeing the protection
of potentially sensitive data; securing public believe at intervals the event and use of Al
technologies; results on people’s feel of dignity and social isolation in care conditions; effects
on the roles and talent-requirements of healthcare specialists; and therefore the potential For Al
to be used for malicious functions. A key venture could also be guaranteeing that Al is
advanced and utilised in a very means this can be obvious and like minded with the final public
Interest, while stimulating and victimisation Innovation within the sector.

WHAT IS AI? There is no universally in agreement definition of Al. The term broadly
speaking refers to computing technologies that correspond processes related to human
intelligence, like reasoning, learning and adaptation, sensory understanding, and interaction. '
Currently, most applications of Al are narrow, in this they're solely ready to perform specific
tasks or solve pre-defined issues.?

Al works in a very vary of the way, drawing on principles and tools, together with from maths,
logic, and biology. An important feature ofcontemporary Al technologies is that they're
increasingly ready to be of various and unstructured varieties of information, like
naturallanguage text and pictures. Machine-learning has been the foremost prosperous sort of
Al in recent years, and is that the underlying approach of the many of the applications presently
in use.® instead offollowing pre-programmed directions, machinelearning permits systems to
get patterns andderive its own rules once it's bestowed withdata and new experiences.*
RECENT INTEREST IN Al

Al isn't new, however there are fastadvances within the field in recent years. This has inpart
been enabled by developments in computingpower and also the large volumes of digital
knowledge thatare currently generated.’a large vary of applicationsof Al area unit currently
being explored with substantialpublic and personal investment and interest. TheUK
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Government declared its ambition to createthe UK a world leader in Al and knowledge

technologiesin its 2017 Industrial Strategy. In Gregorian calendar month 2018, a£1bn Al sector
deal between United Kingdom of Great Britain and Northern Ireland Governmentand trade was
declared, together with £300million towards Al analysis.®Al is lauded as having the potential
to assistaddress vital health challenges, such asmeeting the care desires of AN ageing
population.
Major IT firms are investing in the creation of Al for medical research and healthcare, including
Google, Microsoft, and IBM.The number of new Al businesses has also increased.
been rising consistently.’There are numerous businesses in the UK, some of which havecreated
in partnership with UK universitieseven hospitals.There are partnerships that exist.
between healthcare professionals and Al creatorssuch as Babylon Health, IBM, DeepMind,
andUltromics.
Such alliances have generated debate.and broader Al-related worries have been the focus.a
number of industry-wide investigations and efforts,and communities in medicine and policy
(see Box 1).
APPLICATIONS OF AI IN HEALTHCARE AND RESEARCH

1. HOSPITAL ORGANIZATION

Planning and resource allocation in health and social care services could benefit from the
application of Al. For instance, Harrow Council is testing the IBM Watson Care Manager
system in an effort to increase cost effectiveness.
It connects people with a care provider who can meet their needs while staying under their
allotted care budget. Additionally, it creates personalised care plans and says it can provide
advice on how to use care management resources more efficiently. '
The goal of using Al to enhance patient experience is also being pursued. A "cognitive
hospital," which will include an app to assist interactions with patients, is being developed by
Alder Hey Children's Hospital in Liverpool in partnership with IBM Watson. Prior to a visit,
the app seeks to recognise patient anxiety and provideinformation on demand and provide
clinicians with knowledge to aid in providing effective therapies.

2. READING IN MEDICINE

Large and complicated datasets can be analysed and patterns found faster and more precisely
with Al than was previously feasible. 2!

Additionally, it can be used to merge various types of data, search the scientific literature for
pertinent studies, and support drug creation, for example.?? The Institute of Cancer Research's
canSAR database employs Al to identify potential novel cancer treatment targets by fusing
genetic and clinical data from patients with knowledge from scientific research. 23 Researchers
have created Eve, an Al "robot scientist" that is intended to accelerate and streamline the drug
discovery process. 24

By assisting in the matching of suitable patients to clinical trials, Al systems employed in
healthcare could be beneficial for medical research.?
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3. CLAIMS CARE

Al is now being tested for its potential to assist in disease detection.in several hospitals in the
UK. applying Al toscientific publications, clinical data, andProfessional advice could
potentially provide information.Choosing a course of treatment.?¢

o Medical imaging is one area where Al could be used in clinical care. Medical scans
have been routinely gathered and preserved for some time and are easily accessible for Al
system training. >’ Al might make scan analysis less expensive and time-consuming, perhaps
enabling the use of more scans to better focus treatment.” Al has demonstrated excellent
outcomes in identifying diseases like pneumonia, skin and breast malignancies, and eye
problems.?

* Echocardiography: The Ultromics system, being tested at Oxford's John Radcliffe Hospital,
employs Al to analyse echocardiography scans that find heartbeat patterns and identify
coronary heart disease.?’
* Screening for neurological illnesses - Al technologies that analyse speech patterns to
forecast psychotic episodes and identify and monitor symptoms of neurological conditions like
Parkinson's disease are currently being developed.*°
* Surgery - In research, robotic instruments controlled by Al have been utilised to do certain
keyhole surgery tasks, like tying knots to seal wounds.>!

4. CONSUMER AND PATIENT-FACING APPLICATIONS

There are currently a number of apps available that employ Al to provide tailored health
assessments and home care advice. The chat-bot in the app Ada Health Companion employs
Al to operate and integrates the user's symptoms with additional data to provide potential
diagnosis.*> A set of NHS clinics in London are presently testing GP at Hand, a related app
created by Babylon Health.** Al-powered chatbots and informational tools are being utilised to
assist in the treatment of chronic medical issues. For instance, the IBM-created Arthritis Virtual
Assistant for Arthritis Research UK is learning from patient interactions to offer individualised
information and recommendations about medications, diet, and exercise.** Government-funded
and private efforts are investigating how Al could power robotic equipment and applications to
assist individuals living at home with illnesses including early-stage dementia,decreasing the
burden placed on professional caregivers and family caregivers.>>

In patients with tuberculosis, for example, trials of Al apps that monitor and promote patient
adherence to prescribed medication and treatment have yielded encouraging results.>® Al is
used by other products, like Sentrian, to analyse data gathered by sensors worn by patients at
home. In order to facilitate early intervention and reduce hospital admissions, the goal is to
identify indicators of deterioration.?’

5. COMMUNITY HEALTH

Artificial intelligence (Al) has the potential to help in the early detection of infectious disease
epidemicsand potential sources of epidemics, including watercontamination.*® Predictions have
also been made using Alunfavourable drug responses are thought to causeup to 6% of hospital
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admissions are caused byat the UK.*

Al LIMITATIONS
Artificial intelligence (Al) relies on digital data, therefore limitations in the quantity and calibre
of data limit Al's potential. Additionally, huge and complicated data sets demand a lot of
computing resources to analyse. While many people are excited about the potential applications
of Al in the NHS, others draw attention to the practical difficulties, such as the inconsistent
digitization of medical records across the NHS, the absence of interoperability and
standardisation in NHS IT systems, digital record keeping, and data labelling. °
The degree to which patients and doctors are at ease sharing information digitally is a topic of
debate.data on a person's health.**Humans possess qualities like compassion that Al systems
may not be able to accurately replicate.*! Clinical practise frequently calls for sophisticated
decisions and skills that Al is now unable to duplicate, such as contextual understanding and
the capacity to interpret social signs.'®Also up for contention is the idea of tacit knowledge,
which is knowledge that cannot be taught.*’It has been disputed that AI will be able to exhibit
autonomy on the grounds that this quality is fundamental to human nature and cannot, therefore,
be possessed by a computer.!”

1. SOCIAL AND ETHICAL CONCERNS

The usage of data, automation, the reliance on technology more generally, and problems with
the use of assistive technology and "telehealth" are only a few of the ethical and societal
challenges raised by Al

2. SAFETY AND RELIABILITY

When Al is utilised in healthcare to manage equipment, give treatments, or make decisions,
reliability and safety are crucial concerns. AI might make mistakes, and if such mistakes are
hard to spot or have unintended consequences, they could have dire repercussions.** In a 2015
clinical experiment, for instance, an Al app was used to forecast which patients were more
likely to experience complications from pneumonia and thus needed to be hospitalised.

This app's inability to take contextual information into account led clinicians to incorrectly
advise sending asthmatic patients home.**The effectiveness of Al-powered symptom checker
apps has been questioned. For instance, it has been discovered that app recommendations may
be unduly cautious, thus resulting in a rise in the demand for unnecessary testing and
treatments. '°

3. DISCLOSURE AND ACCOUNTABILITY

Determining the fundamental logic that underlies the outputs produced by AI can be
challenging or even impossible.*> Some artificial intelligence is proprietary and purposefully
kept a secret, while some is just too sophisticated for a human to comprehend.*® Because
machine learning technologies constantly modify their own settings and rules as they learn,
they can be highly opaque.*’ This makes it difficult to verify Al system outputs and locate
biases or inaccuracies in the data.

According to the new EU General Data Protection Regulation (GDPR), data subjects have the
right to be free from decisions made purely based on automated processing that have substantial

@ 1943 | Vol. 17 Issue-10, 2022



@ SEYBOLD DOI: 10.5281/zen0d0.7221799

Report
ISSN: 1533 -9211
legal or other consequences. Furthermore, it stipulates that disclosures to people about the use

of their personal data should include "meaningful information regarding the logic involved, the
relevance and the anticipated implications of such processing for the data subject, as well as
the existence of automated decision-making."*® The extent and specifics of these limitations,
such as whether and how Al can be understandable, as well as how they will be implemented
in the UK, are still up for debate.*”Who is responsible for decisions made by Al, as well as how
anyone affected by the usage ofAl can seek redress.?

4. EQUITY, FAIRNESS, AND DATA BIAS

Despite the possibility that Al applications can lessen human bias and inaccuracybiases that are
present in the data used toeducate them.”® issues have been brought up regardingthe potential
for prejudice brought on by Always that could be unnoticed or out of alignmentwith legally
protected qualities, likeage, gender, ethnicity, and handicap.’! a houseLords Select Committee
on Al has issued a warning. These datasets are frequently used to train Al systems
inadequately reflects the general populaceand might thereby render unjust conclusions
thatmirror broader societal prejudices. Its membersfurther discovered that biases can
bealgorithms, which represent the beliefsand Al prejudices.’*Several observers have urged for
greater diversity.among programmers to assist in resolving this problem.>
The advantages of Al in healthcare could not be shared equally. Where data are harder to come
by, collect, or represent digitally, Al may perform less well.>* People with uncommon medical
disorders may be impacted by this, as well as individuals who are underrepresented in clinical
trials and research data, such as Black, Asian, and minority ethnic populations.>>
5. TRUST
The partnership between DeepMind and the Royal Free Hospital in London sparked a public
discussion regarding the distribution of patient data to commercial enterprises.’® Commentators
have cautioned that if the public loses faith that Al is being developed for the benefit of all,
there may be a backlash against the technology.’’Practically speaking, for Al systems to be
successfully applied in healthcare, both patients and medical staff must be able to trust them.>®
IBM's Watson Oncology, a tool for cancer detection, reportedly had its clinical trials suspended
in several clinics because physicians outside the US did not trust its suggestions and thought
the model represented an American-specific approach to cancer therapy.>’
6. REACTIONS IN PATIENTS

Al health apps have the potential to enable people to assess their own symptoms and, when
appropriate, take care of themselves. People's sense of dignity, independence, and quality of
life may be improved by Al systems designed to support people with chronic health conditions
or disabilities. These systems may also make it possible for people who might otherwise have
been admitted to care facilities to remain at home for longer.®® However, if Al technologies are
utilised to replace staff or family time with patients, there have been worries about a lack of
human touch and greater social isolation.®!

Individual autonomy may be negatively impacted by Al systems, such as if they limit
options based on risk assessments or what is in the user's best interests.®> The patient's ability
to make an informed, free choice regarding their health may be limited if Al systems are utilised
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to establish a diagnosis or develop a treatment plan but the healthcare provider is unable to

explain how these conclusions were reached.®® Applications that mimic a human companion or
caregiver increase the risk that the user won't be able to distinguish between talking to a real
person and talking to technology. This might be perceived as a fraud or deception.%*

7. AFFECTS ON HEALTHCARE SPECIALISTS
If Al challenges healthcare workers' knowledge, they can feel that their autonomy and authority
are under jeopardy.®® The adoption of Al decision support systems could have an impact on
healthcare practitioners' ethical commitments to specific patients.be determined by other
considerations, such as cost effectiveness or broader public health issues.*The introduction of
Al is expected to result in changes to the knowledge and skills needed by healthcare
practitioners, as is the case with many new technology.In some instances, Al may make it
possible to automate tasks that have traditionally been done by people.? This would enable
medical staff to interact more frequently and directly with patients. There are worries,
meanwhile, that the use of Al systems might be exploited as an excuse to retain less qualified
personnel.®’ If the technology fails and employees are unable to identify mistakes or complete
important duties without computer assistance, this could be an issue. Another worry is that
healthcare personnel may get complacent as a result of Al

8. SECURITY AND PRIVACY FOR DATA
Applications of Al in healthcare employ information that many people would deem sensitive
andprivate. These are controlled by the law.*?However, there are several types of data that
obviously about one's state of health, including sociallnternet search history and media
consumption couldbe utilised to reveal health-related informationthe user's and those nearby's
status. Thelnitiatives employing data that create privacy concerns may want to consider
people's expectations for how their data will be used in addition to following the law, according
to the Nuffield Council on Bioethics.”
Al could be used to identify cyberattacks and safeguard medical IT systems. However, there is
a chance that Al systems could be compromised to obtain access to private information or
flooded with fictitious or biassed data in undetectable ways.”!

9. CRIMEUSE USE OF Al

While Al has the potential to be beneficial, it also has the potential to be harmful. For instance,
there are concerns that Al may be utilised for screening or clandestine surveillance. A person's
health could be revealed without their awareness by Al technologies that analyse motor
behaviour (such as the way they type on a keyboard) and mobility patterns found by tracking
devices.”” Al might make it easier and less expensive to launch larger-scale
cyberattacks.”?Governments, researchers, and engineers have been urged as a result to consider
the dual-use nature of Al and make preparations for potential malevolent use of Al
technologies.”
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10. CONFLICTS IN GOVERNANCE

Applications of Al can be found in regulated industries including data protection, research, and
healthcare. However, the rapid development and entrepreneurial nature of Al may put these
firmly established frameworks in jeopardy.

A crucial topic is whether Al should be governed as a separate field or if other regulatory areas
should be examined in light of the potential impact of AI.>Other difficulties include the need to
combine the need to promote UK innovation with the need to guarantee that Al development
and use is transparent, responsible, and compatible with the public interest.”* Many have
emphasised the necessity for researchers, healthcare workers, and policymakers to possess the
necessary abilities and information to assess and utilise AI>

THE FUTURE OF Al

It is expected that as Al systems develop, they will become more capable of doing a larger
variety of jobs without human supervision or input. In the event that this occurs, some have
proposed that Al systems learn how to "be ethical" and how to make moral choices.”> Many
philosophical issues are raised by this, including whether ethical principles can ever be learned
or coded by a machine, who, if anyone, should determine these principles, and whether duties
that apply to humans can or should be applied to machines or whether new ethical principles
may be required.”

CONCLUSIONS

In the fields of healthcare and research, artificial intelligence (AI) technologies are being
utilised or tested for a variety of tasks, such as disease detection, chronic condition
management, service delivery, and drug development. The quality of the health data that is
currently accessible and the fact that Al does not yet have some human qualities like
compassion may be barriers to its use in addressing pressing health issues.

Numerous ethical and societal concerns are posed by the use of AL, many of which also concern
the use of data and healthcare technologies in general. Making sure Al is developed and used
in a transparent and ethical manner will be a major problem for future regulation of Al
technologies.
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