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Abstract—The way individuals communicate with computers and other devices is evolving as 
a consequence of recent major developments in speech recognition technology. The 
development of comparable skills for languages like Hindi, which has a large user base, has 
been hindered by the reality that a large portion of research in this area has focused on English 
speech recognition. Because it improves voice-controlled technology and increases 
accessibility for Hindi speakers, recognising spoken Hindi numbers is very important. The 
present research uses convolutional neural networks (CNN) to show an innovative technique 
for Hindi speech digit recognition. In computer vision tasks, CNNs performed with remarkable 
performance, as they also demonstrated potential in speech recognition. CNNs are capable of 
learning and classifying Hindi digits with high accuracy by utilising the built-in patterns and 
characteristics in spoken digit audio signals. Using recordings of 300 individuals saying Hindi 
digits from 0 to 9, a carefully curated dataset was created to train and evaluate the CNN model. 
The dataset contains a range of speakers and considers consideration variances in age, gender, 
and regional accents to ensure the accuracy and generality of the proposed model. The model 
give accuracy of 96.4 in speech recognition. 
Keywords- Automatic Speech Recognition (ASR), Convolutional Neural Network (CNN), 
Spectrogram Extraction, Epochs, Confusion Matrix. 
 

1.  INTRODUCTION 

 Speech recognition technology has improved human computer interaction by enabling a wide 
range of applications such as voice assistants, transcription systems, and voice-controlled 
gadgets. Pattern recognition mainly focuses on description, formalization, and identification of 
the patterns [1]. While significant progress has been made in English speech recognition, there 
is a need to investigate and create similar capabilities for languages such as Hindi, which has a 
big user base and a wide linguistic variety. Recognising spoken numbers in Hindi is very 
important because it can help advance voice-enabled gadgets while enhancing accessibility for 
Hindi speakers. To implement the ASR system, some obstacles may occur due to abnormality 
in speaking style and noises in the environment. The acoustic environment for ASR is much 
difficult or different than in the past [2]. The basic ambition of ASR is to handle all the 
challenges faced in the domain of speech recognition such as different speaking styles, 
uncertain environmental noise, and so on [3] [4] The development of an ASR for a local 
language is a difficult endeavour due to a lack of resources such as a corpus with sufficient 
vocabulary, dialectical diversity, and so on. Many works have been done for local languages 
such as in Punjabi (spoken in Pakistan and India) [5] [6] [7], Gujrati (local language of India) 
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[8], Urdu (national language of Pakistan and forth most widely spoken language in the world) 
[9] [10] [11] [12],Marathi (spoken in India) [13], Arabic (an official language of Arab and fifth 
widely used language in the world) [14], Bengali (spoken language of Bangladesh). The current 
work also includes Hindi language but very little works has been done in the development of 
Hindi speech recognition system [15]. In this research, we present a Convolutional Neural 
Networks (CNN) approach to Hindi voice digit recognition. In a variety of computer vision 
tasks, CNNs have done well, and they also demonstrated promise in speech recognition. CNNs 
can efficiently learn and classify Hindi digits with high accuracy by using the built-in patterns 
and features in spoken digit audio signals. Convolutional neural networks (CNNs) are 
successful variants of DNNs and valuable models for working with speech recognition systems. 
CNNs are moderately successful models for developing the speech recognition system, but this 
efficient architecture design is quite complicated. Their design requires prior and expert 
knowledge for performing the recognition process [16]. The natural visual perception paradigm 
of living creatures inspired this learning architecture [17] The basic aim of this research work 
is to develop an ASR for Hindi language by utilizing new machine learning technique such as 
deep learning. More particularly, the primary goal of this research study is to design Hindi 
isolated digit recognition system by using deep convolutional neural network (CNN). 
Originally, CNN is developed for image recognition and become more popular for handwritten 
digit recognition, however in the last few years it also used for speech recognition [3] [18] The 
study focuses on creating and evaluating a CNN model for Hindi spoken digit recognising. The 
starting point of this study is a meticulously collected dataset of recordings from individuals 
saying Hindi digits from 0 to 9. For the accuracy and generality of the proposed approach, the 
dataset includes a variety of speakers from a range of age groups, genders, and accents from 
different regions. Convolutional layers for feature extraction, pooling layers for dimensionality 
reduction, and fully connected layers for classification are just a few of the layers which make 
up the proposed CNN the design. Current optimisation techniques are used to enhance the 
model’s performance while decreasing overfitting, such as dropout regularisation and batch 
normalisation. To evaluate the effectiveness of our approach, the dataset is divided into training 
and testing subsets. The model is trained using the training subset, and its performance is 
assessed on the testing subset. The model’s accuracy, precision, recall, and F1 score are 
evaluated, providing comprehensive insights into its performance in recognizing spoken Hindi 
digits. The initial results indicate that the CNN technique is able to effectively recognising 
Hindi spoken digits. The achieved accuracy rate shows that applying CNNs for Hindi speech 
recognition tasks is feasible and shows the potential of developing accurate and efficient voice-
based Hindi systems. This research has significance because it effectively bridges the gap in 
Hindi speech recognition technology for non-English languages. The results of this study 
contribute enhance Hindi speakers’ speech recognition abilities and open the door for the 
development of voice-enabled applications for this category. This research study concludes by 
proposing a technique using CNN for Hindi voice digit recognition. Our research contributes 
to the growing field of speech recognition for Hindi languages through the use of CNNs and a 
well curated dataset. The results of this study offer implications for a number of applications, 
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such as voice-controlled systems, transcription services, and accessibility tools, which will 
encourage advancements in Hindi speakers’ human-computer interaction. 
The remaining part of the paper is structured as follows. Section 2 describes the Literature 
Review. Section 3 describes an overview of speech recognition technique. Section 4 describes 
the proposed method. Section 5 describes experimental set-up followed data processing, 
spectrogram extraction, CNN model and training of CNN model. Section 6 describes Result 
and discussion. Finally, conclusion and future work is presented in Section 7. 
 

2. LITERATURE REVIEW  

Speech recognition is a well-known topic in the fields of machine learning and natural language 
processing. It involves developing tools that can translate verbal communication into text. This 
survey of the literature on voice recognition needs to evaluate and describe the most significant 
findings and techniques from a number of research papers. For this review, the following papers 
had been taken into consideration:” Discriminatively trained continuous Hindi speech 
recognition using integrated acoustic features and recurrent neural network language 
modelling” The paper develops an integrated acoustic feature and recurrent neural network 
(RNN) language modelling-based Hindi speech recognition system. It explores discriminative 
approaches to training that increase the system’s accuracy [15]” Developing a Speech 
Recognition System for Recognizing Tonal Speech Signals Using a Convolutional Neural 
Network” The design and implementation of a speech recognition system that’s able to 
recognise tonal signals from voices is the primary subject of this research. It analyses the 
model’s performance for tonal speech recognition tasks using a Convolutional Neural Network 
(CNN) architecture [19].” Discriminatively trained continuous Hindi speech recognition 
system using interpolated recurrent neural network language modelling”: The authors provide 
a continuous Hindi speech recognition system using calculated RNN language modelling. In 
particular, for Hindi speech data, the research highlights the discriminative training method for 
boosting recognition accuracy [20]. The use of machine learning techniques for speech 
recognition is discussed in the paper” Speech Recognition Using Machine Learning IEEE 
Transaction”. It presents an overview of the various algorithms and models that are used in the 
field, focusing on the way they perform when used for speech recognition tasks [21]. The paper 
entitled” Pashto isolated digits recognition using deep convolutional neural network” explains 
techniques to recognise Pashto isolated digits using a deep convolutional neural network 
(CNN). In the context of Pashto language recognition tasks, it evaluates the accuracy of the 
CNN architecture [22]. The research paper” English speech recognition based on deep learning 
with multiple features” is concerned with the recognition of English speech through the use of 
deep learning techniques with multiple features. It evaluates the application for different feature 
representations and their effects on the functionality of the speech recognition system [20]. The 
paper entitled” Persian speech recognition using deep learning” provides a technique based on 
deep learning for Persian speech recognition. It addresses the use of deep neural networks and 
investigates into the manner in which they can handle challenges of the Persian language [23].” 
Deep Speech: Scaling up end-to-end speech recognition” by A. Hannun et al. (2014) This study 
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introduces Deep speech, an end-to-end deep learning-based speech recognition system. State-
of-the-art performance is achieved by using a deep neural network (DNN) with numerous layers 
of convolutional and recurrent layers to directly convert audio to text [24]. W. Chan et al. 
(2016),” Listen, Attend, and Spell” Listen, Attend, and Spell (LAS) is an attention-based end-
to-end speech recognition paradigm presented in this study. To boost recognition accuracy, the 
LAS model employs an encoderdecoder architecture with an attention mechanism. On 
numerous voice recognition benchmarks, it obtains competitive performance [25]. K. He et al. 
(2016) published” Deep Residual Learning for Image Recognition.” This study on residual 
learning, while not directly about speech recognition, is significant to deep learning approaches 
used in speech recognition. It introduces residual neural networks (ResNets), which allow for 
the effective training of very deep networks that can be tailored for speech recognition 
applications [26]. A. Graves et al. (2006) published” Connectionist Temporal Classification: 
Labelling Unsegmented Sequence Data with Recurrent Neural Networks.” Connectionist 
Temporal Classification (CTC), a strategy for training recurrent neural networks (RNNs) 
without the necessity for explicit alignments between input and output sequences, is introduced 
in this influential paper. CTC has been frequently utilised to increase performance in speech 
recognition [27]. The reviewed papers highlight different aspects of speech recognition, 
including language-specific recognition, the use of deep learning models, feature engineering, 
and discriminative training techniques. These studies provide valuable insights into the 
development of speech recognition systems for various languages and demonstrate the 
effectiveness of different approaches in improving recognition accuracy. Future research can 
leverage these findings to enhance speech recognition systems for different languages and 
explore the potential of novel techniques in the field. 
 

3. OVERVIEW OF SPEECH RECOGNITION  

Speech digit identification using CNN and spectrograms is a special use of Convolutional 
Neural Networks (CNNs) paired with spectrogram representations to recognise and classify 
spoken digits. Spectrograms, which visually reflect the frequency content of audio signals over 
time, are used as input for CNN models. The spectrograms are processed as 2D images in this 
approach, and CNNs are used to learn discriminative features from the spectrogram 
representations. Convolutional layers are often used to extract local patterns, pooling layers for 
dimensionality reduction, and fully linked layers for classification in CNN models. The model 
is trained using a labelled dataset of spectrograms and their associated digit labels. The model 
learns to map spectrogram characteristics to the correct digit class by optimising parameters 
using techniques such as backpropagation and gradient descent. The classification of spoken 
digits using CNN and spectrograms is accurate and efficient, with potential applications in 
voice controlled systems, automated phone services, and voice biometrics. It allows for the 
smooth integration of spoken digit recognition into a variety of technology solutions, improving 
user experience and providing hands-free interactions. Figure 1 shows the basic diagram of 
speech Recognition given speech as input and predicted text is in output form. 
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Fig 1- Basic Diagram of Speech Recognition 

 
4. PROPOSED METHOD  

The Goal of this work is to build and speech to text system for Hindi which can generate text 
we present speech to text that learns to recognise text from audio, using CNN model. System 
is trained on CNN model which reduces system complexity and keeps output good quality. The 
pipeline of the propose model is depicted in figure 2. 
 

 
 

Fig 2- Speech Recognition using CNN 
 

5. EXPERIMENTAL SET-UP 

 Experimental set-up for the Isolated Hindi Digit Speech recognition can be broadly classified 
into data preparation, spectrograms extraction, CNN Model and Training blocks. The speech 
corpus has been created by taking Hindi speech of 300 speakers of different age group and 
gender. Spectrograms has been taken out from these recordings and design a 3 layered CNN 
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Model. Test this Model after Train accordingly. 
    5.1 Data Preparation 

The data preparation process includes recording speech datasets and extracting 
spectrograms from speech utterances. 
A self-created speech dataset was used to examine the proposed methodology's impact on 
enhancing Hindi ASR performance. The created speech dataset is not constrained because 
it does not belong to any certain domain. Table 1 displays the details of the speech dataset, 
including recording conditions. The isolated word Hindi Speech corpus was produced with 
300 speakers. The speech corpus was divided into 3000 isolated digit samples, which were 
used for training and testing datasets. 2400 utterances were used for training and 600 
utterances were used for testing. The speech software applications Wave Surfer and Praat 
were used for recording and splitting. Table 2 lists the speakers who helped create the 
speech dataset for the studies. 
 

Table 1. Isolated word Hindi speech corpus description 
Parameter Values 

Type of speech corpus Isolated Words 

Language Hindi 

Number. of speakers 300 

Speaker Accent Different states of India 

Sampling rate 48KHz 

Recording Environment Home and College 

 
Table 2. Speaker information for speech corpus 

S. 
NO 

Number of speakers Gender Age Recording 
Condition 

1 18 Male child 6-17 Home 

2 12 Female child 6-17 Home 

3 161 Male 17-47 Home and 
College 

4 109 Female 17-47 Home and 
College 

 
5.2   Spectrogram Extraction 
A spectrogram is a visual representation of the frequency content of a signal over time. 
Create the function, which takes an audio file path and a save path as input parameters. It 
also allows to change the spectrogram dimensions, overlap, and colormap. The method 



229 | Vol. 18 Issue-5, 2023 

 

 

https://seyboldreport.net/ 

reads the audio file and returns the sample rate and audio samples. A figure object is 
produced, with the size according to the spectrogram dimensions (64,64). An axis object 
(axe) is added to figure and its properties are configured to remove axes, ticks, and 
labels. On the axis object, the spectrogram function is called, with the audio samples as 
input. The spectrogram is computed and shown on the axis by this function. To eliminate 
any tick marks or labels, the x- and y-axis locators are set to null. Figure 3 shows 
spectrogram of zero. 

 

 
Fig 3. Spectrogram of (शÆूय) 

 
5.3 CNN Model 
CNN model of Deep learning is used for recognising Hindi speech digits. The Summary of 
CNN Model is Given below in Table 3. 

Table 3. Model Summary 
Layer Type                 Output Shape               Parameter 
conv2d              (None, 63, 63, 32)         416 
batch normalization (None, 63, 63, 32)          128        
conv2d_1             (None, 62, 62, 48)         6192       
batch_normalization_1 (None, 62, 62, 48 192 
conv2d_2             (None, 61, 61, 120)        23160 
batch_normalization_2        (None, 61, 61, 120)        480            
max_pooling2d                 (None, 30, 30, 120)        0          
dropout              (None, 30, 30, 120)         0          
flatten             (None, 108000)             0 
dense                 (None, 128)                13824128 
batch_normalization_3 (None, 128)               512        
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dropout_1           (None, 128)                0 
dense_1               (None, 64)                 8256 
batch_normalization_4 (None, 64)                256 
dropout_2           (None, 64)                 0 
dense_2               (None, 10)                 650 

 
The proposed CNN model is made up of various layers that are designed to perform image 
classification tasks. To normalise the activations, the model begins with three Conv2D layers, 
followed by Batch Normalisation layers. The first Conv2D layer contains 32 filters with 2x2 
kernels, the second Conv2D layer contains 48 filters, and the third Conv2D layer contains 120 
filters. Convolution operations are used by these layers to extract features from the input data. 
A Batch Normalisation layer is introduced after each Conv2D layer to increase training stability 
and speed up convergence. A MaxPooling2D layer with a pool size of 2x2 is also included in 
the model, which decreases the spatial dimensions of the feature maps. Dropout layers with a 
dropout rate of 0.25 are placed after the MaxPooling2D layer and the first Dense layer to 
prevent overfitting. During training, these layers set a percentage of the input units to zero at 
random. The model then includes a Flatten layer, which flattens the previous layer's output into 
a 1D vector. This gets the data ready for the fully connected layers. The model then includes 
two Dense layers, each with 128 and 64 units. To regularise the outputs, each Dense layer is 
followed by a Batch Normalisation layer and a Dropout layer. Finally, the model includes a 
Dense layer with 10 units and a softmax activation function that is appropriate for multi-class 
classification problems. The categorical cross-entropy loss function and the Adadelta optimizer 
are used to build the model.Overall, with its special layer structure, this CNN model intends to 
learn discriminative features from input spectrogram images for spoken digit identification 
tasks. The details mentioned above are shown in figure 4. 

 
Fig 4. CNN structure 
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5.4 Training CNN Model 
The function is used to train the model by providing the training dataset, batch size, validation 
split, number of epochs, and verbosity settings in the function. Batch_size: This parameter 
specifies how many samples are processed in each batch during training. The batch size is set 
to 50 in this case, which indicates that the model's parameters will be updated after analysing 
50 samples at a time. validation_split: This parameter determines how much of the training data 
will be used for validation. In this situation, 20% of the training data will be set aside for 
validation, with the remaining 80% used for model training. epochs: This parameter specifies 
how many times the full training dataset will be iterated over during training. The model will 
go through 100 epochs in this scenario, which means it will see the full training dataset 100 
times during the training phase. verbose: It regulates the amount of logging output generated 
during training. When set to 1, it displays progress updates and training metrics (such as loss 
and accuracy) for each epoch. The model will iterate through the training dataset during the 
training process, processing the data in batches of size 50. It will compute the loss between its 
predictions and the true labels before using an optimizer (such as stochastic gradient descent) 
to adjust the model's weights and biases to minimise the loss. During training, the validation 
split allows you to check the model's performance on unseen data. At the end of each epoch, 
the model will evaluate the validation dataset and return metrics such as validation loss and 
accuracy. 
 

6.   RESULT AND DISCUSSION 

The research article describes a CNN-based speech digit recognition system. On the test dataset, 
the model scored a remarkable accuracy of 96.33%, indicating its ability to properly detect 
spoken digits as shown in figure 5. The equivalent test loss was 18.14%, indicating that the 
model's predictions were generally near to true values. 

 
 

 
Fig 5. Accuracy and Test loss 

 
The graph of accuracy and epochs represented the model's learning process visually. Its 
accuracy most certainly grew as the number of epochs increased, demonstrating that the model 
was gradually improving its performance over time, as shown in figure 6. 100 epochs are used 
to represent the graph between epochs and accuracy. 
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Fig 6- Graph Accuracy Vs Epochs  

 
The confusion matrix showed useful information about the model's performance for each 

digit class as shown in figure 7. We can see from the matrix that the model has good 
precision and recall values for the majority of the digits, with only a few 
misclassifications. Because of its similarities to other digits or differences in speech 
patterns, the digit '8' exhibited the lowest precision and recall. 

 
 

Fig 7- Confusion Matrix 
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Overall, the research report demonstrates the importance of the CNN model for speech digit 
identification, with excellent accuracy and valuable insights provided by the confusion matrix 
analysis. The findings demonstrate CNNs' potential for effectively recognising and classifying 
spoken digits, which can be useful in a variety of fields such as voice-controlled systems, 
automated call routing, and speech-to-text conversion. 
 

7.    CONCLUSION 

The research provided a CNN-based technique for speech digit recognition that achieved an 
outstanding 96.33% accuracy on the test dataset. The model's ability to minimise the difference 
between anticipated and real digit labels is demonstrated by the low test loss of 18.14%. 
The confusion matrix analysis demonstrates that the model performed effectively across all 
digit classes. The diagonal members of the matrix, which reflect correct predictions, 
demonstrated good precision and recall scores. The off-diagonal elements show some 
misclassification, but generally, the model performed well in properly detecting speech digits. 
The accuracy and epochs graph depicts the model's training progress over time. It shows a 
steady rise in accuracy as the number of epochs grows, demonstrating that the model is still 
learning and improving. 
Overall, the study paper's findings show that the CNN model is effective for voice digit 
recognition. The high accuracy and minimal test loss, as well as the confusion matrix analysis, 
indicate that the model can reliably recognise spoken digits with a high degree of precision. 
These findings help to enhance voice recognition technology and its potential uses in a variety 
of fields. 
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