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Abstract  
In this paper we discuss importance of selecting features and various approaches for feature 
selection during Machine Learning modeling. Data cleaning and Feature selection are two 
important steps carried out in the beginning of every machine learning model designing. While 
final features selected for modeling have a significant effect on performance, on the other side 
insignificant features give a negative effect of performance. For Deep Learning models, explicit 
feature selection is not advisable due to presence of its inbuilt internal feature selection while 
modelling itself. Depending on domain and dataset, still feature selection can be applicable for 
reducing time and space complexity. It also helps to explore weak, noisy, irrelevant features 
present in the dataset. 
Keywords:  Deep Learning, Feature Selection, Machine Learning, Supervised, Unsupervised 
 
I. INTRODUCTION  
Objective of feature selection is to bring down the input variables to “those that are believed to 
be most useful to a prediction model”. Less significant features are considered as noise which 
lead to less accurate models. There are many advantages of selecting best suitable features 
contributing to prediction. Although it is not mandatory for deep learning models also, we can 
apply feature selection. It serves the purpose of exploration and domain specific feature 
selection.[1] 
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Figure 1: Advantages of Feature Selection 
 
Supervised and unsupervised are two approaches of eliminating features. In supervised, target 
variable is considered while selecting features and in unsupervised target variable is ignored. 
[2-4]  
 
 

 
Figure 2: Feature Selection Methods 

 
 Filter method Wrapper method Embedded method 
1 Uses proxy measures 

such as correlation 
Uses predictive 
model 

Feature selection 
method is embedded in 
the model building 
phase 

2 Computationally 
faster 

Slower Medium 

3 Avoids overfitting Vulnerable to 
overfitting 

Less vulnerable to 
overfitting 

4 
 
5 

Sometimes may fail to 
select best features 
Less expensive 

Better performance 
 
Computationally 
very expensive 

Good performance 
 
Moderate 

Table 1: Comparison of Feature Selection methods [5-10] 
 

FILTER METHOD 
In this approach, based on some statistics calculations, ranking methods are applied. Features are 

filtered by ordering. It is a part of pre-processing stage and independent of machine learning 
algorithm. Various statistical tests are performed on features and scores obtained on 
correlation with output feature is used as criteria for feature selection. Some of the important 
Filter methods are depicted below.  
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Missing values - Although imputation is possible for missing values, it is good approach to 
drop columns which have missing values greater than some predefined threshold. Features with 
large number of missing values may not be very significant. [11] et al. discussed “risk/benefit” 
trade-off happens due to assigning missing values. Some of the similar work is done in [12] 
and [13]. 
 
Information Gain - It is used for decision tree construction and for feature selection. It is 
referred as mutual information when it is used for feature selection. Every independent 
variable’s gain is calculated in connection with target variable. It is also referred as calculating 
“statistical dependency” among independent and dependent variables.  
It is stated mathematically as below: 

I (X; Y) = H(X) – H (X | Y),  
where X and Y are random features. “H(X) is the entropy for X and H (X | Y) is the conditional 
entropy for X given Y”. The result has the units of bits. “It measures the average reduction in 
uncertainty about x that results from learning the value of y; or vice versa, the average amount 
of information that x conveys about y”. Information gain will be greater than or equal to 0.  
Here 0, it indicates X and Y are independent. Larger value indicates more dependency among 
X and Y. [14-16] 
 
Chi-Square Test- It is the “measure of association between two categorical variables”. It helps 
to address, how two categorical variables dependent on each other. Chi-square test assumes that 
observed and expected frequencies for a categorical value remains same. It is called Null 
Hypothesis. Formula for Chi-square test is given below: 

χ2 = ∑ (Oi – Ei)2/Ei  
 

where Oi is “observed frequency” and Ei is “expected frequency” for the categorical feature. 
“The variables are considered independent if the observed and expected frequencies are similar, 
that the levels of the variables do not interact, are not dependent”. [17-19] 
 
Variance Threshold- In sample set if a variable shows less variance, it is assumed to be less 
significant towards determining dependent feature. Using some threshold, such variables are 
removed before modeling. Problem here is, relationship to dependent feature or with other 
independent features is not considered. [20-21] 
 
Correlation Coefficient- Correlation is “measure of strength” between two continuous 
variables. “It is a statistical term which in common usage refers to how close two variables are 
to having a linear relationship with each other”. Score of independent variables is used to filter 
irrelevant features. Score is obtained from various statistical tests where correlation of 
independent features with dependent feature is obtained. High correlation among independent 
features indicates there exists linear dependency among them. Hence both features have almost 
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same impact on dependent feature also. [22-23] 
 

WRAPPERS 
It means wrapping features. Specific machine learning algorithm is chosen to fit the dataset for 

feature selection. Various combinations of dependent variables are used to produce multiple 
models and subset of features which yielded best performing model is selected as final feature 
set. It is a greedy approach because all possible subset of features is used, evaluated against 
evaluation criteria such as accuracy, precision, recall etc. in case of classification and p-values, 
R-squared etc. in regression. Important Wrapper techniques are given below. [24-27] 
 
Forward Selection- It starts with empty feature set and in every iteration new feature which 
improves performance better is added to this set. This process continues until adding of new 
feature will not improve the performance further. 
 
Backward Elimination- It starts with all given features and then in each iteration we eliminate 
least significant feature which improves performance further until we reach the stage where 
removal will not contribute to performance.  
 
Bi-directional Elimination or Stepwise Selection- It is combination of forward and backward 
feature selection. It works like forward selection and while adding new feature it also removes 
less significant feature from already selected set.  
 
Recursive Feature Elimination- Most relevancy of feature towards predicting target is main 
key point here. It gives flexibility of selecting how many top features are to be selected and 
which ML algorithm to be used internally for feature selection. This core algorithm is wrapped 
by RFE. It is greedy in nature.  
 

EMBEDDED APPROACH 
It makes use of properties of both filter and wrapper methods. Algorithms have their own built-

in variable selection methods. [28-30] 
Random Forest Importance- Based on tree decision, it is most effective to compute feature 

importance towards decision. The word “random” refers to random picking of observations 
and features. It simply implies that out of hundreds of trees, each one represents random set 
of rows and random set of columns from dataset. Due to random selection, it leads to less 
correlation among trees. Each random tree, gives two separate buckets of observations which 
are similar with in the bucket and almost completely different   than other bucket. From all 
random decision trees, constructive result is taken for final feature selection.  
 
II. IMPLEMENTATION 
Data set used for experiment is CIC-DDoS-2019. It has 82 features. We have implemented the 
following feature selection methods. 
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Information Gain  
It is an example of Filter method of feature selection. We measure information gain among 
dependent and independent variable and more the information gain, more the dependency 
between dependent and independent variable. Information gain calculation is based on “entropy 
estimation” from KNN distances.  
 

Algorithm 
Step1 Import mutual_info_classif from sklearn.feature_selection library 
Step2 Prepare datasets 

X <-- independent features  
y <-- dependent feature 'Label' 

Step3 Fit the model 
mutual_info <-- mutual_info_classif(X, y) 

Step4 Sort it in ascending order  
Select the top N features 

Step5 If matrix value is above threshold mark array entry as False for that column 
Step6 Repeat step 5 for all entries in correlation matrix 

 
Table 2: Information Gain Algorithm 

 
 

# Independent Feature Score 

1 Destination Port 0.251857 
2 Flow Packets/s         0.205207 
3 Bwd Packets/s              0.202705 
4 Flow IAT Mean    0.198202 
5 Max Packet Length           0.197924 
6 Flow IAT Max      0.197907 
7 Inbound                        0.197836 
8 Fwd Packet Length Mean 0.194803 
9 Fwd Packets/s      0.194394 
10 Avg Fwd Segment Size    0.193659 
11 Average Packet Size    0.193353 
12 Packet Length Mean     0.191692 
13 Fwd Packet Length Max       0.187157 
14 Source Port 0.186707 
15 Subflow Fwd Bytes  0.184240 
16 Total Length of Fwd Packets 0.183234 
17 Flow Duration    0.177495 
18 Flow Bytes/s   0.172031 
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19 Flow IAT Std   0.170881 
20 Fwd Packet Length Min  0.168864 

 
Table 2: Top 20 Features with their Importance obtained from Information Gain 

 
Feature Selection based on Correlation among other features:  
This is another implementation example for Filter method of feature selection. Sometimes 
independent features exhibit multicollinearity where there exists strong association with each 
other. Heatmap gives correlation coefficient values of all feature pairs. Basic idea is to “remove 
highly correlated features”. If input features are highly correlated with output variable, then 
need not to remove them.  If input features are highly correlated among themselves then need 
to remove them and train the model with remaining features. When one independent feature is 
highly correlated with another independent feature means one can be predicted from other.  In 
that scenario, model needs any one of them. Correlation matrix helps to select or drop features.  
 
 

Algorithm 
Step1 Set threshold value to filter features 
Step2 Create dataframe by excluding dependent feature 
Step3 Derive the correlation matrix by corr() function 
Step4 Create an array of size as features fill with True 
Step5 If matrix value is above threshold mark array entry as False for that column 
Step6 Repeat step 5 for all entries in correlation matrix 

Table 3: Correlation based feature selection – An Algorithm 
    

 
Figure 3: A correlation Heatmap 

Heatmap in the Figure 3 shows the correlation coefficients among features. Since we excluded 
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dependent feature, heat map contains relationship among independent features only. If this 
correlation coefficient or dependency is above the given threshold then we select one of those 
features and drop the another.  

Top 20 Features selected based on Correlation Coefficient are: “Source Port, Destination Port, 
Bwd Packet Length Min, Fwd IAT Min, Bwd IAT Max, Bwd IAT Min,  Bwd PSH Flags,  Fwd 
URG Flags,  Bwd URG Flags,  Bwd Header Length, Fwd Packets/s,  Bwd Packets/s, FIN Flag 
Count, SYN Flag Count, RST Flag Count, PSH Flag Count, ECE Flag Count, Down/Up Ratio, 
Avg Fwd Segment Size,  Fwd Header Length.1, Fwd Avg Bytes/Bulk,  Fwd Avg Packets/Bulk,  
Fwd Avg Bulk Rate,  Bwd Avg Bytes/Bulk,  Bwd Avg Packets/Bulk, Bwd Avg Bulk Rate, 
Subflow Fwd Packets,  Subflow Bwd Bytes, Init_Win_bytes_forward, 
Init_Win_bytes_backward, act_data_pkt_fwd,  min_seg_size_forward,  Active Min, Idle Min 
and Inbound”. 
 
Feature Selection based on RFCV (RFE Cross Validation): 
 
It is an example for Wrapper based feature selection.  

Algorithm 

Step1 Set estimator algorithm for feature selection 
Step2 Fit model to dataset 
Step3 Eliminate feature with smallest coefficient or lowest ranking feature. 
Step4 Repeat Step 2 and 3 until elimination will not improve the performance of the 

model. 
Table 3: RFE working Methodology 

In RFE, number of features to be selected is mentioned. In RFECV no need to mention how 
many features are required explicitly, it only computes and gives final list of features. The 
algorithm chosen for estimator should be able to important scores such as “feature importance” 
in case of decision trees or “coefficients” in case of linear regression.   Lesser the coefficient 
lesser the importance. “DecisionTreeClassifier” is used here as estimator.  

Top ranked 20 features selected are: “Source Port, Destination Port, Total Fwd Packets, Total 
Backward Packets, Total Length of Fwd Packets, Total Length of Bwd Packets, Fwd Packet 
Length Min, Flow Bytes/s, Flow Packets/s, Fwd Packets/s, Min Packet Length, Average Packet 
Size, Avg Fwd Segment Size, Avg Bwd Segment Size, Fwd Header Length.1, 
Init_Win_bytes_forward, act_data_pkt_fwd, Active Min, Idle Min, Inbound.  
 
Feature Importance based Feature Selection 
This is one of the Embedded categories of feature selection also known as Extremely Random 
Tree Classifier or Extra Tree Classifier (ETC). This technique gives score of each feature and 
more the score more relevant the feature for prediction. Table4 gives the list of top features 
selected based on feature importance algorithm. Figure4 is the visualization of the features 
selected. 
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# Independent Feature Score 

1 Inbound                     0.304938 
2 URG Flag Count            0.080809 
3 CWE Flag Count              0.045347 
4 ACK Flag Count              0.042008 
5 Destination Port            0.039658 
6 min_seg_size_forward       0.039025 
7 Source Port                 0.037485 
8 Fwd Packet Length Min       0.027226 
9 Min Packet Length           0.025957 
10 Bwd Packet Length Min       0.024127 
11 Fwd Packets/s                0.022563 
12 Init_Win_bytes_forward       0.022459 
13 Down/Up Ratio              0.021411 
14 Avg Fwd Segment Size        0.019847 
15 Protocol                    0.018201 
16 Fwd Packet Length Mean      0.017925 
17 RST Flag Count              0.015059 
18 Fwd PSH Flags                0.014029 
19 Average Packet Size         0.012642 
20 Init_Win_bytes_backward     0.012409 

 
Table 4: Top 20 Features and their Importance obtained from ETC 

 
ETC makes use of uncorrelated decision trees at the backend. It uses all records in the sample 
for constructing every tree. In each node it selects random parameters for split. Whereas 
Random Forest selects best available parameters at each node for split based on Gini or Entropy. 
It is greedy algorithm.  
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Figure 4: Feature Importance based Feature Selection 

 
III. Conclusion 
Feature selection is one of the important steps in Prediction Model building. We presented 
comprehensive methodologies of feature selections categories and types.     CIC-DDoS 2019 
dataset is taken as a benchmark for all our experiments. Survey and experimental results 
presented can become base reference for exploring domain specific feature selections.  
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