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Abstract 
 Sentimental Analysis is growing rapidly across various domains as a direct outcome of 
natural language processing and machine learning approaches for assessing and classifying 
emotions from data. Analyzing sentiment over product reviews is the clumsy task, which 
provides a variety of information regarding customer lifestyle. Hence high level of impedance 
involved while classifying the sentiment from the social media reviews documents. Existing 
researches have been focused on summarization of text, reduction of features, and prediction 
of sentiment separately. In this research work, all the approaches are integrated to provide a 
novel sentimental analysis framework for classifying reviews of a customer. The proposed 
work is consisting of three folds. Initially, pre-processing is done which includes tokenization, 
stemming, lemmatization, stop words, lower case conversion. Second, Selection of features is 
done with help of Effective Moth Flame Optimization Algorithm (EMFO), hence as a result 
standard features only exist which determines fittest individuals. Finally, the accurate sentiment 
prediction is done with help of Enhanced Recurrent Neural Network (ERNN). The proposed 
Heed BiGRU incorporate with BiGRU Layer and Attention layer. The proposed work is 
experimented by utilising the datasets, which is widely consisting of product reviews from 
social media platforms. To analyse the proposed customer sentimental analysis method, the 
evaluation metrics like accuracy, precision, recall and f-score are used and, also comparison 
has been made with existing state-of-art model. Proposed work outperforms well than other 
methods in terms of all performance metrics. 
Keywords: Sentimental analysis, Deep learning, Bidirectional Gated Recurrent Units, Heed 
Mechanism, Effective Moth flame Optimization. 
 
I. Introduction 
 The rapid increase in the rate of internet user’s day by day leads to evolution of e-
commerce and social media sites like Amazon, Flipkart, Facebook, Twitter etc. Nowadays 
reviews and rating have become an important source of information for consumers. Sentiment 
analysis is one of the major research types of NLP (Natural Language Processing) for tracking 
the opinion towards a particular product as positive or negative. It studies people’s sentiments 
towards certain entities, like hotels, airlines, online shopping, Business Process Outsourcing 
(BPO) organization etc, highly increasing the number of customers for e-business made an 
impact on product reviews. Reviews are useful in making decisions for both the customer and 
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manufacturer. Sentiment is a state of mind, thought, or judgment provoked by a sentiment of 
the customer who is writing a review. 
 Nowadays, the first thing a person does before making a purchase is to read the reviews 
and opinions left by other users on social media platforms like Facebook, Twitter, and several 
other blogs and product review websites. Prior to making a purchase choice, almost 95% of 
customers read customer reviews [4]. This opened the door for brand-new fields of study like 
sentiment analysis and opinion mining. Businesses can gain information from sentiment 
analysis by receiving quick feedback on their products and gauging the success of their social 
media marketing campaigns. The manufacturer can use this to manage their reputation and find 
new prospects. 
 Neural networks, which use an architecture modelled after the neurons in the human 
brain, are able to solve practically any categorization issues that are machine-leaning in nature. 
Recurrent neural networks (RNN) produce outstanding results when classifying text [6]. To 
improve the accuracy of sentiment analysis in this work, RNN (recurrent neural networks deep-
learning method) [7][8] is utilized. Extract characteristics from words or phrases that strongly 
convey a good or negative judgement. Deep learning, however, offers the ability to address 
many of the issues that sentiment analysis now faces. 

Using the EMFO Method, the semantic word vectors from each word of the input 
review were extracted from the lexical words. The combined features were sent into an 
HBiGRU to train it and predict whether the review's emotion labels would be favorable or 
negative. The investigation on the data demonstrates that the HBiGRU technique is more 
accurate at predicting sentiment classification. 

The organization of the rest of the paper is as follows: In Section- 2 Related works and 
the Proposed Methodology in Section 3 and Experiment Results in Section 4 and finally, the 
Concluding remarks in Section-5. 
II. RELATED WORKS 
Ying et al., proposed a better Bayesian algorithm to address the issue of text classification. 
First, the text was classified using the Bayesian algorithm, and accuracy was calculated and 
compared to other approaches to determine how well each algorithm performed. The model 
may then successfully predict the text given its features by altering the threshold value to 
increase prediction accuracy [21]. 
Jiwei Li et al., demonstrated a method of displaying multidimensional feature vector spaces, 
as the output of vector-based models is highly challenging to understand. These techniques, 
such as the saliency heatmap for displaying word compositions in neural networks for NLP, 
were exhibited. According to the authors, visualisation models can demonstrate asymmetries 
of negation, aid in understanding how neural models might construct meanings, and help to 
explain some elements of LSTMs' impressive performance in NLP tasks. 
Meenakshisundaram.K et al., presented the LSTM (Long Short-Term Memory) model, 
which enhanced the recurrent neural network. The input gate, forget gate, and output gate are 
all under the control of the LSTM unit. An additional RNN vaiation is LSTM.[16]. 
David Zimbra et al., claimed that the outcomes from Twitter Sentiment Analysis (TSA) 
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approaches are not what was expected. They have examined Twitter analysis in this article 
since its inception. They have outlined the difficulties posed by TSA methods and how to 
overcome those difficulties. The authors also examined TSA benchmark methodologies, 
benchmark evaluation procedures, and typical reasons for categorization errors. They 
concluded by summarising the important points and presenting TSA with benchmark 
evaluation techniques. 
Barkha Bansal et al., reviews were transformed into vector representations using the word2vec 
model for categorization. They tested their approach using a dataset from Amazon that includes 
more than 400,000 customer evaluations in the mobile phone category. They divided up how 
they presented their work. First, they showed that word2vec can identify semantic traits that 
are comparable and unique to the domain in question. To categorise the customer reviews, 
second, features suppressed in CBOW (continuous bag of words) and skip-gram forms were 
subjected to appropriate machine learning algorithms (SVM, Naive Bayes, Logistic Regression, 
and Random Forest). 
Wang et al., extensive research has been done on them. Although RNN can handle sequential 
data in deep learning, it has issues with gradient disappearing or exploding. Through the design 
of "gates," the introduction of long short-term memory networks (LSTM) and the gated 
recurrent unit (GRU), which is more succinct, can successfully address the aforementioned 
issues. In order to understand context dependency more thoroughly than GRU, GRU may 
extract feature information in both forward and backward directions. 
Uma.K.K et al., [21]is a considered grey wolf feature selection optimization. To extract 
emotions from emoji, a brand-new Long Short-Term Memory (LSTM), Convolutional Neural 
Networks (CNN) based model is suggested. CNN-style deep learning is used to classify the 
sentiments. The researcher demonstrates that the CNN and LSTM model's performance in 
detecting sentiment targets has significantly improved. A new general accuracy function 
selection and classification is proposed using optimized deep learning approach. This new 
method is proposed to solve the misclassification problem in social media review data set. In 
addition, the work is defined with a mew general accuracy feature selection using convolution 
neutral network clubbed with evolutionary optimized technique proposed by Uma et al., [19].  
 
III. Proposed Methodology 

In the proposed Method develops HBiGRU which is method for prediction of different 
product reviews of customer in an improved way. Combination of the BiGRU method and the 
Heed mechanism is named as HBiGRU. It solves the problems of complex calculation and high 
space cost of text sentiment analysis method. Our HBiGRU method incorporates text 
vectorization input layer, hidden layer, and output layer. Among them, the hidden layer contains 
of four layers as BiGRU layer, Heed layer, dropout layer, and dense layer. The word vector 
obtained by text preprocessing passes through the input layer and enters the BiGRU layer of 
the neural network to extract features. The word vector obtained by text preprocessing is 
extracted by input layer and neural network BiGRU layer, and then the key information of the 
word vector is highlighted by Heed mechanism, through dropout layer to prevent over fitting, 
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then through dense layer, and finally into softmax layer for text reviews classification. The 
proposed work consists of Pre-processing, Effective Moth Flame Optimization Algorithm 
(EMFO) and HBiGRU. 
 

Figure 1: Flow Diagram for proposed Methodology 
3.1 Pre-Processing 

Data preprocessing is the process of cleaning and removing non-textual substances [10] 
from the collected dataset to improve the accuracy and performance of the proposed method. 
Some preprocessing techniques are Tokenization, Stopword Removal, Stemming and 
Lemmatization and Contraction and Expansion. 
3.2 Word Embedding technique 

Word embedding is a method of feature extraction to boosting the accuracy of machine 
learning, deep learning, and Natural Language Processing (NLP) tasks by converting each 
word, into a corresponding vector representation using EMFO pre-trained models and own 
trained dataset. 
3.3 Deep Learning Approach 
 The traditional GRU works on the process of both convolution and sub-sampling and 
the working is done with help of sequence of layers. At last, all the layers are connected with 
fully connected layer, and then Softmax activation is applied in order to determine the output. 
Using Effective Moth Flame Optimization Algorithm, once initial population is generated, each 
vector has been assigned a sentiment score with respect to its semantic information which is 
done by fitness function. At the final state, consisting of best individuals with respect to given 
context. This best individual is given as input to HBiGRU.  
 The proposed HBiGRU is the combination of the BiGRU model and the Heed 
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mechanism, with EMFO in which the Heed mechanism can assign different weight information 
to different word vectors, highlighting the importance of words. The HBiGRU is used to 
classifying the given product reviews as positive, negative or neutral emotion. The process of 
identifying features from the subjective data is known as feature extraction. This extraction of 
features which consisting of people emotions of categories like positive, negative and neural. 
This model helps to capture emotion behind the particular feature and predict that by using 
sentiment score and evaluate by different evaluation metrics. The final result, predicted that 
accuracy is improved with respect to the given approach. 
Input Layer 
 In general, input layer consisting of all the features of input in a vector form. Here 
applied the input such as the output that got from EMFO infused dataset, which is the best 
features and indirectly represent fittest individual from the given population. It is noteworthy 
that the input data of dataset obtained from EMFO technique. 
Hidden Layer 
Bi-GRU (Bidirectional Gated Recurrent Units) 

Gated recurrent units (GRUs) are considered to be a gating mechanism in recurrent 
neural networks. However, GRUs has been shown to demonstrate better performance on 
smaller to medium quantity datasets. Calculate the word vector output by the BiGRU layer. The 
text word vector is the input vector of the BiGRU layer, and the purpose of the BiGRU layer is 
mainly to extract the deep features of the text from the input text vector. The word vector of the 
tth word of the jth sentence input at time i is 𝑐௧. After feature extraction from the BiGRU layer, 

the relationship between contexts can be learned more fully and semantic coding can be 
performed. Specific calculation formula: 
      ℎ௧ = 𝐵𝑖𝐺𝑅𝑈(𝑐௧)                                                          

                   (1)                                                                                    
Next, calculate the probability weight that each word vector should be assigned. In order 

to highlight the importance of different words to the sentiment classification of the entire text, 
the Heed layer is introduced. The input of the Heed layer is the output vector ℎ௧ of the previous 

layer that has been activated by the BiGRU neural network layer. The weight coefficients are 
specifically calculated by the following formulas: 

𝑈௧ = tanh (𝑤௪ℎ௧ + 𝑏௪)                                                                  

(2) 

∝௧=
ୣ୶୮ (ೕ

 ೢ)

∑ ୣ୶୮ (ೕ
 ೢ)

                                                                              

(3) 
𝑠௧ = ∑ ∝௧ ℎ௧


ୀଵ                                                                               

(4) 
Among them, ℎ௧ is the output vector of the previous BiGRU neural network layer, 𝑤௪ 

is the weight coefficient, 𝑏௪ is the bias coefficient, and 𝑈௪ is the randomly initialized Heed 
matrix. The Heed mechanism matrix is the cumulative sum of the product of the different 
probability weights assigned by the Heed mechanism and the state of each hidden layer and is 
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obtained by using the softmax function for normalization. 
Heed Mechanism 
  The essential idea of the Heed mechanism source can be assumed to be composed of a 
series of data pairs. Key value queries have three basic elements: Query, Key, and Value. The 
calculation process of the Heed value can be summarized as follows. Firstly, obtain the weight 
coefficient of each Key’s corresponding Value by calculating the correlation between each 
Query and each Key, and then perform a weighted summation of the weight and the 
corresponding key value. Therefore, the essential idea of the Heed mechanism can be described 
as a mapping from a query to a series of key-value pairs, which is expressed as follows: 

𝐻𝑒𝑒𝑑(𝑄𝑢𝑒𝑟𝑦, 𝑆𝑜𝑢𝑟𝑐𝑒) = ∑ 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑄𝑢𝑒𝑟𝑦, 𝐾𝑒𝑦) ∗ 𝑉𝑎𝑙𝑢𝑒
ೣ
ୀଵ                                          

(5) 
Where 𝑙௫ = ‖𝑆𝑜𝑢𝑟𝑐𝑒‖  represent the length of the data source. Among them, K (Key) 
represents keywords, Q (Query) represents query, F represents function, V (Value) represents 
weight value, S represents similarity, a represents weight coefficient, and A (Heed Value) 
represents Heed value. 

In the first stage, the weight coefficient of each Key corresponding to Value is obtained 
by calculating the correlation between each Query and each K. In the second stage, a similar 
softmax function is introduced to normalize the weights, which can highlight the weights of 
important elements. 𝑎 is the weight coefficient corresponding to Value, and the specific 
calculation is shown in the following formula, 

𝑎 = 𝑆𝑜𝑓𝑡 max(𝑠) =
ೄ

∑ 
ೄೕೣ

ೕసభ

                                                                           

(6) 
In the third stage, the weight and the corresponding key value are weighted and summed to get 
the final Heed value. 
Dropout Layer  
 In order to avoid the occurrence of overfitting, a dropout layer is added between the 
Heed layer and the fully connected layer. In the neural network, some nodes are randomly 
ignored, and nodes are randomly selected each time, which can effectively prevent the learned 
model from performing well on the training data and poor performance on the test data. The 
following describes the main workflow of the dropout layer and how it works in a specific 
neural network, 
Forward propagation: Input the output result of the Heed layer to the dropout layer. The 
dropout layer randomly ignores the preset nodes in the internal hidden layer (the ignored nodes 
are backed up and saved), and then the remaining nodes are propagated forward to obtain the 
predicted label. 
Back propagation: Compare the original label with the value obtained from the predicted label 
and adjust the parameters through back propagation. 
Update the parameters: The adjusted value is only updated on the nodes that are not ignored, 
and the other ignored nodes are not updated. Repeat the corresponding operation on the training 
dataset in the next iteration process until the number of iterations is reached and the model is 
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trained. 
Output Layer 

The input of the output layer is the output of the dense layer. The softmax function is 
used to calculate the input of the output layer to classify the text. The specific formula is as 
follows: 

𝑦 = 𝑠𝑜𝑓𝑡 max (𝑤ଵ𝑠௧ + 𝑏ଵ)                                                                               

(7) 
Where 𝑤ଵ represents the weight coefficient matrix to be trained from the Heed mechanism layer 
to the output layer, 𝑏ଵ represents the bias to be trained, and 𝑦 is the output prediction label. 

  In datasets, preset parameters, and number of iterations N as input. The text vectorized 
input layer processes the dataset in the form of word vectors and classifies the dataset with the 
AT-BiGRU model. Let the word vector corresponding to a word in the text be 𝑥௧ in the form 
of the word vector corresponding to the dataset. Processing of each comment in the dataset: 

For hop =1 to h 

ℎ௧
ሬሬሬ⃗ = 𝐺𝑅𝑈(𝑥௧, ℎ௧ିଵ

ሬሬሬሬሬሬሬሬ⃗ ) 

ℎ௧
ሬ⃖ሬሬ = 𝐺𝑅𝑈(𝑥௧, ℎ௧ିଵ

ሬ⃖ሬሬሬሬሬሬሬ) 

ℎ௧ = 𝑤௧ℎ௧
ሬሬሬ⃗ + 𝑣௧ℎ௧

ሬ⃖ሬሬ + 𝑏௧ 
𝑈௧ = tanh (𝑤௪ℎ௧ + 𝑏௪) 

∝௧=
exp (𝑈௧

் 𝑈௪)

∑ exp (𝑈௧
் 𝑈௪)௧

 

𝑠௧ =  ∝௧ ℎ௧



ୀଵ

 

End for. 

𝑦 = 𝑠𝑜𝑓𝑡 max൫𝑤ଵ𝑠௧ + 𝑏ଵ൯ 𝑖𝑠 Calculated by softmax is compared with the original 

label, and the objective function is 

                                                           𝐿𝑜𝑠𝑠 = − ∑ 𝑦ො


𝑙𝑜𝑔𝑦()                                                                              

(8) 
Through the above training steps, using formula (8), feature extraction is performed on 

the words from 1 to h, and the corresponding weights are assigned to the cumulative sum. The 
dense layer further extracts feature and finally performs classification in the softmax output 
layer. Then, the results of the multiplication of each comment tag value and log 𝑦 are 

accumulated. The sum of the accumulated values is negative, and the opposite is taken to 
minimize the loss and reduce the calculation error. Adam is used as the training device to make 
the model training and convergence faster. In the process of backward error propagation along 
time, the weights and offsets are adjusted and updated according to the errors until the iterations 
are reached or a fixed precision is reached. 
IV. Results and Discussions  

The social media product reviews are taken from the dataset. In the pre-processing step, 
the dataset is a converted into a suitable form to be given to the deep learning models. The data 
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preparation includes Stop Words removal, Punctuation removal, stemming, lemmatization and 
count vectorization. In Recurrent Neural Networks, all the sentences in the dataset are split into 
words and converted using the embedding layer into word embedding. Next, the word 
embedding is applied along with Improved Bi-GRU and Heed Mechanism layer is performed. 
These layers finally connect to the output layer. The accuracy of the neural networks that are 
trained using those layers. 

The proposed HBiGRU model produces high accuracy when compared with previous 
method. And also, compared the result with various state-of-art method which is present in 
[24]. In this HBiGRU method, epoch size as 45 is used to test the working efficiency. Table 1 
shows performance result of HBiGRU for product review dataset. 
Performance Measures 
 When evaluating the performance indicators of word vectors, the confusion matrix 
method is used. TP means that the positive class is predicted as a positive class number, TN 
predicts a negative class as a negative class number, FP predicts a negative class as a positive 
class number, and FN means that a positive class is predicted as a negative class number. 
Accuracy rate is expressed as the ratio of the number of correctly classified samples on the test 
dataset to the total number of samples. The formula is expressed as 

                                                       Accuracy= 
்ା்

்ାிା்ାி
                                                                             

(9) 
Precision can be defined as 

                                                        Precision =
்

்ାி
                                                         

(10) 
Recall rate can be expressed as 

                                                        Recall= 
்

்ାி
                                                                                             

(11) 
F1 value is the harmonic mean value of precision rate and recall rate, expressed as 

                                                         F1=
ଶ்

ଶ்ାிାி
                                                                                          

(12) 
It can be seen from equation (12) that the value of F1 will increase with the increase in accuracy 
and accuracy. Generally speaking, the accuracy rate is for the prediction result, which means 
the correct number of samples whose prediction is positive. The recall rate is for the training 
set, which represents the number of positive examples predicted to be correct in the sample, 
including the positive class prediction in the sample as the positive class (TP) and the positive 
class prediction in the sample as the negative class (FN).  
                       Table 1. Performance Results of HBiGRU for product Review dataset 

Model Accuracy Precision Recall F1-
Score 

LSTM 89.65 82.25 82.69 85.63 
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BiGRU 
 

92.23 86.69 89.52 89.23 

EMFO        
with 
HBiGRU 

95.29 90.86 91.23 94.56 

   
                 Above Table 1 shows performance result of HBiGRU for product review dataset. 
The HBiGRU method on product review has better Accuracy, Precision, Recall, F1-score than 
other methods and it achieves highest accuracy 95.29% respectively. 
V. CONCULSION 
 The proposed HBiGRU is for text classification in sentiment analysis. Evaluation 
experiments were performed using review data, and the proposed model exhibits higher 
performance than the existing CNN, LSTM, MLP, hybrid models. The proposed method 
achieved higher accuracy which increased as the size of training data and the number of training 
epochs increase. This can provide an alternative solution to the long-term dependency problem 
in existing models and the data-loss problem that occurs as the size of training data increases. 
Recently, the field of text classification research has focused on extracting accurate semantics 
and features from special fields (e.g., medical, engineering, and emotional) and areas requiring 
specialized knowledge, rather than simply increasing accuracy. Experimentation purpose that 
are tested with metrics of accuracy, precision, recall and F1-score. The proposed work achieves 
better results for product review and datasets. 
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